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Goals

● Develop automated metric for visual complexity
● Identify visually complex images from text descriptions

Intuition: Biases exist in how 
humans describe images of 
different complexities

“a very cluttered chinese street 
showing many business signs”



Motivation

● CV models struggle on complex images
● Examples

○ visual search
○ caption generation
○ object detection/segmentation

?



What is visual complexity?

● SAVOIAS dataset: cluttered background, number/diversity 
of objects, people, textures, patterns, shapes (Saraee et 
al., 2018)

● Other definitions/dimensions:
○ Difficulty to describe image
○ Amount of information contained (image compression ratio)
○ Colorfulness

( . . . and more)



SAVOIAS Dataset (Saraee et al., 2018, p. 5)



Choosing a Visual Complexity Metric

Problems: 

● SAVOIAS dataset lacks image captions
● SAVOIAS is small (200 images per most categories)

Approach:

1. Find automated visual complexity metric correlated with 
SAVOIAS human visual complexity scores

2. Use metric to score complexity of images from COCO dataset
3. Train model to identify complex images from captions



COCO Dataset (Lin et al., 2014)

“a store with bunches of bananas hanging 
from a wire.”
“a man putting something on is desk while 
food is sitting in the front in boxes.”
“a kitchen with a bunch of food in boxes and 
bananas hanging from hooks”
“a man working in an outdoor market with 
various vegetables and fruits.”
“the storefront of a small open produce 
market.”

123,287 images (train/val sets), 80 object categories, 11 supercategories



Visual complexity metric: Distinct # of regions

Mean-shift 
segmentation

Filter for distinct 
regions 
(compare color 
and size)



Training the Models: Classify Complex v. Noncomplex

● Images with top/bottom 10% most/fewest distinct regions
○ label “complex”/”noncomplex”

BERTBASE Label: 
complex

Probability that image is 
complex: 0.923

“people watching an 
elephant near some water 
and a fence”



Training the Models: Classify Complex v. Noncomplex
(+ regression)
Classification

● Inputs: tokenized COCO captions, size = 128
● Labels: "complex" or "noncomplex"
● Output: probability that input caption describes a complex image
● Loss: Binary cross-entropy loss
● λ = 2 ∗ 10−5 
● Fine-tune for 4 epochs > choose model with highest accuracy on validation set

Regression

● Inputs, learning rate, # of epochs: same as above
● Labels: complexity score in (0, 1)

○ Normalization: c = tanh( r/80 ) 
● Output: Normalized complexity score
● Loss: MSE loss



Results: What's going on?

Classifier: 
83.9% accuracy 
BCE Loss = 0.411
(val set)

Regression model:
MSE = 0.03
r = 0.659 
(p < 0.001)
(val set)



Problem: Class Imbalance between Complex/Noncomplex



Solutions to Class Imbalance

1. Cross-domain evaluation
2. Transformed captions



What if we fine-tune only on images containing ___ ?

Goal: reduce ability of model to exploit biases in COCO 
dataset wrt complexity of specific object type images



Results



Transformed captions



Conclusions

● Visual complexity ~ Description of image
● BERT learns complexity biases in COCO
● Other possible directions:

○ Using different groundtruth visual complexity metric
○ Training on other captioned image datasets
○ Are images predicted complex by text-based model actually more difficult 

for CV models (caption generators, object detectors, etc.)?
○ Are images with high complexity score (distinct # of regions) actually 

more difficult for CV models? 
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