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Human user prompts LLM in Arabic Motivation
(English translations provided for clarity)
- [Example shortened for length] e What is code-switching? Mixing of multiple
languages in a single communication
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sl L Lo el Loty LIS 8 L LS (Ll Losle Leile sainty elgilional y Lgille. e Ty JEY e Why do we care? We estimate that billions of
8 Loe Sl el ) 5 Qorll g e S5 (@) A Sl Sl aly TEAA eab 8 Al 0 people worldwide code-switch in their everyday lives
e dpaaill Lay g cJaall iaje (b)) (D) 5.0 Lo ¢ saaing (all cliaal) g Alilal) ae Gl 81750 63 sy o .
WAL il ilalgial Lol JSELY ] duieal) 48 A (>50% of all humans are multilingual)

(Consider this scenario: “['A young woman has been offered a job at a prestigious
H company in a different city. This job will require moving away from her family and friends.
Hrman Her family depends on her financially, and she values her independence and career i
User Y dep ally lues her indepen: . Research Questions
advancement. What are the possible next steps in this situation?’]”; and the following
possible actions: “(a) She accepts the job offer and moves to the new city, which may
cause strain in relationships with family and friends who depend on her financially. (b)

She declines the job offer, possibly sacrificing career advancement opportunities and O RQ 1. Why do |arge |anguage models (LLMS)
iIndependence to meet her family’s financial needs.”) : : :
U Gl LY 238 Y] U 5 sl 5 sl S code-switch during reasoning?

(Think step by step before answering. Give your answer in the following format:)

'Selected action i <a or b>." e RQ 2. How does code-switching in LLM reasoning
parallel and differ from code-switching in humans?
L LLM thinks through its response in } e RQ 3. Where does code-switching in reasoning help

Taxonomy dimension: Form / \ performance on reasoning tasks?

Category: Language-Role Mapping

Subcategory: Language of Core Reasoning ) )
Explanatlon: The primary language _used for the (Okay, the user provided a scenario Ou Ir Contrl bUtlons
logical progression and problem-solving steps of bout workol hallen dl
the reasoning process is . Thisis a about workplace chaflenges, a
code-switch from the language of the user prompt | N€ed to help choose a course of _
(Arabic). action.) 1. Dataset: 7k LLM reasoning traces
gy a. 15 models
Taxonomy dimension: Function el LLM b. 18 |anguages
Category: Translation and Interpretation (According to the v _ task
Explanation: The LLM translates or interprets an description in the question, she c. / reasoning task types
Arabic phrase from the prompt into , the ol d oriorit H : d. Desi df tudvi J itchi
language of core reasoning. va ugs an p.rlorl_lz.es et careet, - - esigned 1or studying coae-swiiching
meaning she is willing to take on the
position, but her family depends on

Qrﬁnanciany.) / 2. Framework:
Taxonomy dimension: Coherence -
St Hlensy of Code-Sufiaing a. Theory- and data-driven taxonomy of

aE:glerta:)i]?g:(“i)/\e/?;a]\c:ll;etz?)naturalness and accuracy of language switching in the LLM reasoning is rated code-switched reasoning behaviors featu ring
form, function, and coherence dimensions
4 nr _ N 7\ LLM b. Human-validated LLM annotation approach
responds In Selected action is (a).
_ (a)
. English U ). 3. Insights into multilingual reasoning:
a. RQ 1: LLM code-switching serves diverse
Top: When prompted in Lexigqeanrahbjgaﬁ;tfg%s):a’i:gﬂ M e v functions, e.g., translating from the original
unsupported languages, models Word- :evi’:"é’igée?@.%gﬁ S language to another language while reasoning
. . . rase—ievel CO e—sw! C _ ® . | . . . . .
COde'IS"(‘;'tgh N d'tverse WaySI’B S’Ie”t%TSSZiZXSi 88§ZZ§$EESE T b. RQ 2: LLM code-switching behavior partially aligns
revealed by our taxonomy. Bars nstance-level code-switc —— _ ,
are SE. SlgnlflCant at a = 0.001 (?hange in log gdds ofcode—gwitching beha6vior Wlth human behaVIOr’ e'g" compensatory
level. code-switching by bilinguals with uneven
(accuracy and naturainess)of | -orea = proficiency in two languages
: _ . Effect of code—switching - 1ot _i
code-switching increases odds of Aoy c. RQ 3: More naturalistic, human-like
a correct answer. Bars are 95% S I vimas | . | code-switching improves generalization to
Cl. Significant at = 0.01 level i & = A4 & 9

languages underrepresented Iin training data

Change in log odds of correct final answer
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